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Abstract – We proposed the multispectral image
enhancement through image fusion by combining the data
from the multiple spectrum to address the problem of
accuracy and make the system robust against spoofing and to
improve the accuracy of recognition, using more
discriminating of palm images. Palm line features are clearer
in the blue and green bands while red band can reveal some
palm vein structure. The NIR band can show the palm vein
structure as well as partial line information. Image fusion
improves the robustness and accuracy of the palm based
recognition system and attempt to combine the correlative
and complementary information of multi-spectral images by
pixel level fusion. Our aim is to develop a lower cost solution
using fusion. We are fusing the blue band and near IR (NIR)
band to enhance the palm line features and vein
pattern/structure both in one image. Multispectral palm
images of POLYU Database are used for the experiments. It
is observed that the MIN based fusion method is preserving
more edge information which is the discriminating features
(palm lines) of the palm. Also visually min based method is
observed to be the best out of the others.

Keywords – Biometrics, Image Fusion, Multispectral,
Palmprint, Region of Interest, (ROI), Score Level Fusion.

I. INTRODUCTION

The principal motivation for image fusion is to improve
the quality of the information contained in the output
image in a process known as synergy. A study of existing
image fusion techniques and applications shows that
image fusion can provide us with an output image with an
improved quality. In this case, the benefits of image fusion
include:
1. Extended range of operation.
2. Extended spatial and temporal coverage.
3. Reduced uncertainty.
4. Increased reliability.
5. Robust system performance.
6. Compact representation of information.

The input images are captured by the same camera at
different times or are captured by different cameras at the
same time. However, in the definition of image fusion we
shall also include the case when the input images are
derived from the same “base” image but which have
undergone different processing algorithms [16].

Visually min based fusion method is observed to be
better. From the results Objective Evaluation Using
Statistical Characteristics measure is giving good results
for the max fusion method. When assessing the
performance of an image fusion technique using the above
mentioned measurements, we require knowledge of the
original image (ground truth or full-referenced). For the

reason these measurements can be used only with
synthetic (simulated) data. But these measurements exhibit
the drawback of providing a global idea regarding the
quality of an image. In cases where the fused image
exhibits artifacts concentrated within a small area, these
measurements can still provide an acceptable value even if
the image is visually unacceptable.
A. Potential advantages of image fusion

The workload of a human operator increases
significantly with the number of images that need
simultaneous monitoring. Moreover, a human observer
cannot reliably combine visual information by viewing
multiple images separately. Further, the integration of
information across multiple human observers is often
unreliable. Thus, a fusion system that can provide one
single fused image with more accurate and reliable
information than any source image is of great practical
value. [17]

The potential advantages of image fusion are that
information can be obtained more accurately, as well as in
less time and at a lower cost. Further, image fusion
enables features to be distinguishing that are impossible to
perceive with any individual sensor. These advantages
correspond to the notions of redundant, complementary,
more timely, and less costly information.

Redundant information is provided by a group of
sensors (or a single sensor over time) when each sensor is
perceiving, possibly with a different fidelity, the same
features in the environment.  The fusion of the redundant
information can reduce the overall uncertainty and thus
serve to increase accuracy. Multiple sensors providing
redundant information can also serve to increase reliability
in the case of sensor error or failure.

Complementary information from multiple sensors
allows features in the environment to be perceived that are
impossible to perceive using just the information from
each individual sensor operating separately. If the features
to be perceived are considered dimensions in a space of
features, then complementary information is provided
when each sensor is only able to present information
concerning a subset of the feature space.

More timely information may result when multiple
sensors are employed, since the overall system may be
able to reach a conclusion about some property of the
environment more rapidly. Less costly information may be
obtained from a system using multi-sensor fusion. E.g. a
set of ordinary sensors can be used to obtain performance
that could only otherwise be achieved using a very
expensive single sensor.
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B. Multispectral palm image fusion
Palm print is a physiological trait that can be acquired

using a low cost camera or scanner. Many researchers
have shown that the performance of palm print based
biometric systems is comparable to those of face,
fingerprint and hand geometry.  The information in
palmprint images is in the form of thick, regular and thin
irregular curves called principal lines and wrinkles,
respectively. The palmprint recognition system has many
advantages over other biometric systems in respect of
reliability, low cost and user friendly. Palmprint is one of
the most reliable means of personal identification because
of its stability user friendliness, acceptability and
uniqueness [9]. One potential solution to such
improvement may be multispectral imaging. By
multispectral imaging, a series of palmprint images of
various spectral bands can be captured simultaneously.
The spectral signature of the palm can not only provide
more discriminative information to improve the accuracy
[9], but also improve the anti-spoof capability of palmprint
systems because it is very difficult to make a fake palm
which can have the same spectral signatures with a real
palm. Although 3-D imaging could be used to address
these issues, the expensive and bulky device makes it
difficult to be applied for real applications. One solution to
these problems can be multispectral imaging which
captures an image in a variety of spectral bands [8]. Each
spectral band highlights specific features of the palm,
making it possible to collect more information to improve
the accuracy and anti spoofing capability of palmprint
systems. A contact-free palmprint verification system has
been presented using multispectral palm images by means
of feature level registration and pixel level fusion
strategies. Initially a sequence of multispectral hand
images is obtained by illuminating the hand with multiple
active lights. Coarse localization of ROI is performed
through preprocessing on each image and it is then further
refined through feature level registration. Finally, the
authors integrate the multiple image sources and the fusion
is performed with multi-scale decomposition, activity
measure and coefficient combining methods [6]. The
efficient palmprint authentication system [1] based on the
fusion of multi-spectral palm images has been proposed. It
uses wavelet decomposition for palm image fusion, Gabor
wavelets for coefficients extraction and ant colony
optimization system for selection of prominent features.
For authentication, SVM is used to classify of query
samples from the training samples. Multi-spectral palm
images are fused at low level by wavelet transform and
decomposition where fused palm image is further
represented by Gabor wavelet transform to capture the
minimal intra-class diversity of the same instances and the
inter-class differences between the different subjects are
maximized in terms of neighborhood pixel intensity
changes. Gabor palm responses contain high
dimensionality features and due to this high
dimensionality, ant colony optimization (ACO) algorithm
is applied to choose a set of distinct features.

A multispectral palmprint recognition system using
wavelet based image fusion is proposed. [5] It uses a

multispectral capture device to sense the palm images
under different illumination conditions, including red,
blue, green and infrared. Further wavelet transform is used
for combining the palmprint images obtained from
different channels. During image acquisition the situation
of hand movement is also considered. Finally, a
competitive coding scheme has been adopted for
matching. It uses Wavelet based image fusion as data
level. Again this system has been further extended where
features extraction and matching have been made of red,
green, blue and NIR bands of a multispectral palm image.
Finally these matching scores obtained by matching
against different bands are fused using simple sum rule.
Feature band selection based multispectral palmprint
recognition has been proposed where the statistical
features are extracted to compare each single band. Score
level fusion is performed to determine the best
combination from all candidates. The most discriminating
information about palmprint images can be obtained from
two special bands. Region of Interest (ROI) is determined
from hyperspectral palm cube using local coordinate
system. [3] Multispectral palmprint recognition has been
presented where multiple information related to hand are
used. Hand shape, fingerprints and palmprint modalities
are used for recognition. This system shows good
recognition accuracy on a medium size database while
fusion is performed with multiple fingers and a fusion of
finger and palm. [9] A comparative study of several
multispectral palm image fusion techniques has been
presented. Some well-studied criteria are used as an
objective fusion quality measure. However, the curvelet
transform is found to be the best among others in
preserving discriminative patterns from multispectral palm
images. [10]

Feature band selection [2] plays a key role in designing
multispectral palmprint systems. Optimized band selection
could not only reduce the cost of illumination sources,
reduce the data storage amount and save the computational
time, but also reduce the redundant features and improve
the recognition accuracy. In this paper, we will establish a
hyperspectral palmprint imaging system and use it to
analyze the band selection for multispectral palmprint
systems. First, statistical feature is extracted and compared
for each single band, after that, score-level fusion is
evaluated to find the best combination from all candidates.
This paper presents a novel palmprint verification method
in which palm images are fused at low level by wavelet
transform. [5] Fused palm is then represented by Gabor
wavelet transform [11-13] to capture the palm
characteristics in terms of neighborhood pixel intensity
changes. Gabor palm responses contain high
dimensionality features and due to this high
dimensionality ant colony optimization (ACO) [14] is
applied to select the optimal set of distinct features.
Finally, support vector machines (SVMs) are used to train
the reduced feature sets of different individuals and verify
the identity. The proposed palm print system is evaluated
by CASIA palm print database and the results are also
come- pared with other existing methods to measure the
effectiveness and robustness of the system.  Multi-
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resolution analysis [4] of images provides useful
information for several computer vision and image
analysis applications. The multi-resolution image is used
to represent the signals where decomposition is per-
formed for obtaining finer detail. Multi-resolution image
decomposition gives an approximation image and three
other images viz., horizontal, vertical and diagonal images
of coarse detail. The Multi-resolution techniques are
mostly used for image fusion using wavelet transform and
de- composition.

In [6], Hao et al. Extended their work to a larger
database and proposed a new feature level registration
method for image fusion. The results by various image
fusion methods were also improved. Although image- and
feature-level fusion can integrate the information provided
by each spectral band, the required registration procedure
is often too time consuming [7]. As to matching score
fusion and decision level fusion, it has been found [11]
that the former works better than the latter because match
scores contain more information about the input pattern,
and it is easy to access and combine the scores generated
by different matchers. For these reasons, information
fusion at score level is the most commonly used approach
in multimodal biometric systems and multispectral
palmprint systems. According to the generic framework
proposed by Zhang et al. [12], an image fusion scheme is
usually composed of
(a) Multi scale decomposition, which maps source

intensity images to more efficient representation;
(b) Activity measurement that determines the quality of

each input;
(c) Coefficient grouping method to determine whether or

not cross scale correlation is considered;
(d) Coefficient combining method where a weighted sum

of source representations are calculated and finally.
(e) Consistency verification to ensure neighboring

coefficients are calculated in a similar manner.

II. MOTIVATION

 We proposed the multispectral image enhancement
through image fusion by combining the data from
multiple spectrums as Line features are clearer in the
blue and green bands while red band can reveal some
vein structures. The NIR band can show the palm vein
structure as well as partial line information.

 By using image fusion to improve robustness and
accuracy of the palm based recognition system and
attempt to combine the correlative and
complementary information of multi-spectral images
by pixel level fusion.

 To develop a lower cost solution using fusion.

III. PROBLEM DEFINATION

 To address the problem of accuracy and make the
system robust against spoofing.

 To improve the accuracy of recognition, using more
discriminating of palm images.

IV. THE PROPOSED WORK

A. Multispectral palm image processing

Fig.1. Flow chart of the proposed system

The different wavelengths in multispectral images are:
1. Visible Red (630nm-690nm )
2. Visible Green (520nm-600nm )
3. Visible Blue ( 450nm-520nm)
4. Near Infra-red (760nm-900nm)

Table 1 : Multispectral palm images are available on
POLYU Database.

Database PolyU
Palms 500
Samples 12
Total MSIs 6000

Bands 4
Central(nm) Wavelength 470,525,660,880

A B

C D
Fig.2. a) ROI of Blue spectrum b) ROI of Green spectrum

c)  ROI of NIR spectrum d) ROI of Red   spectrum

B. Hardware setup for image capture
Fig. 3 shows the hardware design to capture images in

both visible and near infrared spectra. The device works
under a sheltered environment and the light sources are
carefully arranged so that the palm region is evenly
illuminated. An infrared sensitive CCD camera is fixed at
the bottom of the inner enclosure and connected to a
computer via USB interface.
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Fig.3. Set up for Multispectral palm image capture device
(POLYU data base of D. Zhang)

An integrated circuit plate is mounted near the camera
for illumination and different combinations of light
wavelengths can be accomplished by replacing the circuit
plate. By default, the two sets of lights are turned on in
turn so that only expected layer of hand appears on
camera. When illuminated with visible light, image of
hand skin surface, namely, the palm print is stored. While
when NIR light is on, deeper structure as well as parts of
dominant surface features, for example the principal lines
are captured.
C. ROI (Region of Interest) Extraction

To extract the ROI of palm image, it is necessary to
define a coordinate system based on which different palm
images are aligned for matching and verification. Gaps
between fingers have been used as reference points for
determining the coordinate system. This paper also applies
this technique to determine the ROI of the multispectral
palm image. The following algorithm is followed to
extract the central part of the palmprint image as ROI and
further this ROI is used for multispectral fusion of palm
images.
D. Algorithm of ROI extraction
1. Convert the multispectral palm image to a binary

image. Gaussian smoothing can be used to enhance the
image.

2. Apply boundary-tracking algorithm to obtain the
boundaries of the gaps between the fingers. Since the
ring and the middle fingers are not useful for
processing.

3. Determine palmprint coordinate system by
computing the tangent of the two gaps with any two
points on these gaps.

4. The y-axis is considered as the line which joining
these two points. To determine the origin of the
coordinate system, midpoint of these two points is
taken through which a line is passing and the line is
perpendicular to the y-axis.

5. Finally, extract ROI for feature extraction which is the
central part of the palm-print.

E. Location of ROI

Fig.4. ROI Localization

Fig.5. Typical multispectral palmprint sample.
(a) Blue. (b) Green, (c) Red. (d) NIR. The white square is

the ROI of the image.

V. THE PALM IMAGE FUSION

The image fusion is a mechanism to improve the quality
of information from a set of image. It means that Image
fusion is a process of combining the relevant information
from a set of images, into a single image wherein the
resultant fused image will be more informative and
complete than any of the input images. Intra-modal fusion
to integrate multiple raw palm images

The multispectral image enhancement through image
fusion by combining the data from multiple spectrum as
Line features are clearer in the blue and green bands while
red band can reveal some vein structures. The NIR band
can show the palm vein structure as well as partial line
information [3].

Hence we are fusing the blue band and near IR (NIR)
band to enhance the palm line features and vein
pattern/structure both in one image. to improve robustness
and accuracy of the palm based recognition system and
attempt to combine the correlative and complementary
information of multi-spectral images by pixel level fusion.
A. Image Fusion Methods

The following summarize several approaches to the
pixel level fusion of spatially registered input images.
Most of these methods have been developed for the fusion
of stationary input images (such as multi-spectral satellite
imagery). Due to the static nature of the input data,
temporal aspects arising in the fusion process of image
sequences, e.g. stability and consistency are not addressed.
B. Pixel Fusion

Pixel-by-pixel fusion techniques include the basic
arithmetic operations, logic operations and probabilistic
operations as well as slightly more complicated
mathematical operations. The image values include pixel
gray-levels, feature map values and decision map labels.
Although more sophisticated techniques are available, the
simple pixel operations are still widely used in many
image fusion applications. We consider fusion techniques
which rely on simple pixel operations on the input image
values. We assume the input images are spatially and
temporally aligned, semantically equivalent and radio-
metrically calibrated. The image fusion of K input images
I1, I2. . . IK using a simple arithmetic addition operator.
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C. Linear Fusion rule: Addition
Addition is the simplest fusion operation. It works by

estimating the average intensity value of the input images
Ik,k ∈ {1,2, . . . ,K}, on a pixel-by-pixel basis. If I(m,n)
denotes the fused image at the pixel (m,n), then( , ) = ∑ ( , ) ………..(1)
D. Nonlinear fusion rule: nonlinear methods

Another simple approach to image fusion is to build the
fused image by the application of a simple nonlinear
operator such as max or min. If in all input images the
bright objects are of interest, a good choice is to compute
the fused image by a pixel-by-pixel application of the
maximum operator.
E. Maximum fusion rule:

I(m,n) = max(I1,I2,….Ik) ;       ………..(2)
F. Minimum fusion rule:

I(m,n) = min(I1,I2,…..Ik);         ……….(3)
Image fusion aims at the integration of various

complementary image data into a single, new image with
the best possible quality. The term “quality” depends on
the demands of the specific application, which is usually
related to its usefulness for human visual perception,
computer vision or further processing.

VI. THE OBJECTIVE EVALUATION USING

STATISTICAL CHARACTERISTICS

Some of the statistical measures are Signal to Noise
Ratio (SNR), Peak signal to noise ratio (PSNR) and Mean
square error (MSE). These are commonly used measures
in assessing image fusion techniques that consider an
image as a special type of signal. The quality of signal is
often expressed quantitatively with the signal-to-noise
ratio defined as= 10 log ∑ ∑ ( , )∑ ∑ [ ( , ) ( , )] ............(4)

Where z(m,n) and o(m,n) denote the intensity of the
pixel of the estimated and original image respectively at
location (m,n). The size of the image is S1XS2. High values
of SNR show that the error of the estimation is small and
therefore, among various image fusion methods the ones
that exhibits higher SNR’s can be considered of better
performance.  The PSNR and MSE are measures similar to
the SNR defined as= 10 log ∑ ∑ [ ( , ) ( , )] ............(5)

= ∑ ∑ [ ( , ) ( , )]
.........(6)

When assessing the performance of an image fusion
technique using the above mentioned measurements, we
require knowledge of the original image (ground truth or
full-referenced). For the reason these measurements can be
used only with synthetic (simulated) data.

The above measurements exhibit the drawback of
providing a global idea regarding the quality of an image.
In cases where the fused image exhibits artifacts
concentrated within a small area, these measurements can
still provide an acceptable value even if the image is
visually unacceptable.

VII. THE OBJECTIVE EVALUATION BASED ON

IMPORTANT FEATURES

One  goal  of  image  fusion is  to integrate
complementary information  from multiple  sources  so
that  the  new  images  are more  suitable  for  the  purpose
of human  visual perception  and  computer  processing.
Therefore, a measure should estimate how much
information is obtained from the input images.
A. Different Quality Measures
1. LABF: Fusion loss
2. NABF: fusion artifacts or fusion noise
3. QABFc common information in fused image.
4. QdABF: total fusion gain.
5. Qc common information component compute the
6. QABF :information contribution of
7. QAFo information contribution of A into F
8. QBFo information contribution of B into F
9. Qd = abs(QAF - QBF);
10. Qc = (QAF+QBF-Qd)/2 : common information

component
11. QdAF = QAF - Qc;  QdBF = QBF - Qc;

Fig.6. Graphical representation of the image information
fusion process

Fig.7. Basic structure of the objective image fusion
performance measure

B. Quality Metrics Implemented:
a) Statistical measures: SNR, PSNR, MSE
b) Edge based quality measures: QAB/F, Qc

AB/F, Qd
AB/F, and

LAB/F

c) UIQI based quality measure: Qo

For UIQI based quality measures the following
specifications have been taken:
1) Window of all ones of size 8X8 is taken.
2) Contrast is taken as the saliency for the input images.

Variance corresponds to the contrast. So variance is
calculated for every sliding window.
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Q = σ

σ σ
. . σ σ

σ σ
...........(7)

Wang and Bovik refer to Q0 as an image quality index
and use it to quantify the structural distortion between
images x and y, one of them being the reference image and
the other the distorted one. In fact, the value Q0 = Q0(x, y)
is a measure for the similarity of images x and y and takes
values between -1 and 1. Note that the first component in
eq(5.3) is the correlation coefficient between x and y. The
second component corresponds to a kind of average
luminance distortion and it has a dynamic range of [0, 1]
(assuming nonnegative mean values). The third factor in
eq(5.3) measures a contrast distortion and its range is also
[0, 1]. The maximum value Q0 = 1 is achieved when x and
y are identical.
Common information in F (fused image):Q / = ∑ , , ,∀ ,∑ , ,∀ , ...........(8)

Fusion loss

Fig.8.
a) Fusion information loss LAB/F and b) Fusion artifacts, NAB/F

Table 2: Fused Images of Blue and NIR images

VIII. RESULTS

Table 3: results of fusion by avg, min, max methods
Sr.
No.

Quality
metrics
implemented

Parameters Avg.
Method

Min.
Method

Max.
Method

1 Statistical
measures

SNR 22.29338 15.57873 37.22345
2 PSNR 27.6262 21.50842 42.01261
3 MSE 29.06107 118.9927 1.123938
4 Edge based

quality
measures

LABF 0.462628 0.289029 0.512149
5 QABF 0.506104 0.600729 0.424979
6 QABFc 0.36214 0.349109 0.329835
7 QdABF 0.143964 0.25162 0.095144
8 Fusion loss NABF 0 0 0
9 UIQI Q0 0.594957 0.723218 0.255229

IX. CONCLUSION

Visually min based fusion method is observed to be
better. From the results Objective Evaluation Using
Statistical Characteristics measure is giving good results
for the max fusion method. When assessing the
performance of an image fusion technique using the above
mentioned measurements, we require knowledge of the

original image (ground truth or full-referenced). For the
reason these measurements can be used only with
synthetic (simulated) data. But these measurements exhibit
the drawback of providing a global idea regarding the
quality of an image. In cases where the fused image
exhibits artifacts concentrated within a small area, these
measurements can still provide an acceptable value even if
the image is visually unacceptable.

Edge based quality measure QABF=0.600729 which is
more in min method i.e. that maximum of the edge
information from the inputs is perfectly represented in the
fused image as compared to max and average methods.
Fusion loss LAB/F is a measure of the information lost
during the fusion process is less LAB/F = 0.289029 in min
fusion method and more in max method. LAB/F = 0.512149
Universal image quality index of Wang and Bovik =
0.723218 and less for maximum method = 0.255229.
It is observed that the MIN based fusion method is
preserving more edge information which is the
discriminating features (palm lines) of the palm.

Also visually min based method is observed to be the
best out of the others.

X. FUTURE SCOPE

Our future work will focus on applying different more
advanced image fusion methods pixel based as well as
feature based. Also more spectrums (Green, Red) can be
used for fusion to get more accuracy.

For better performance the system can be tested for
more number of images.
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